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Outline  

•What is Postcoy  Live Migration?  

–Comparison with Precopy  

–Experience from an early, ad -hoc 
prototype  

•Postcopy for Qemu /KVM  

–Production - level design  

–Qemu /KVM upstream merge  
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Precopy v.s . Postcopy  

•Precopy live migration  

–Copy VM memory before switching the 
execution host  

–Widely used in VMMs  

•Postcopy live migration  

–Copy VM memory after switching the execution 
host  

–Yabusame  
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Demo  http://grivon.apgrid.org/quick -kvm -migration  
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1. Copy all memory pages to 
destination  

2. Copy memory pages updated 
during the previous copy again  

3. Repeat the 2 nd step until the rest 
of memory pages are enough 
small  

4. Stop VM  

5. Copy CPU registers, device states, 
and the rest of memory pages.  

6. Resume VM at destination  

 

VM 

Machine A Machine B 

Precopy Live Migration (1)  
Copy VM memory before relocation  
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Memory update speed (pages/s)  
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Migration time depends on 
memory update speeds.  

Precopy Live Migration (2)  
Copy VM memory before relocation  



Postcopy  Live Migration (1)  
Copy VM memory after relocation  
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VM 

Machine A Machine B 

Stop  
1. Stop VM  

2. Copy CPU and device 
states to destination  

3. Resume VM at 
destination  

4. Copy memory pages  

RAM 



Postcopy  Live Migration (2)  
Copy VM memory after relocation  
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VM 

Machine A Machine B 

1. Stop VM  

2. Copy CPU and device 
states to destination  

3. Resume VM at 
destination  

4. Copy memory pages  

Copy CPU and device states  
512KB or so (w/o VGA)  

=> Less than 1 sec for relocation  

RAM 



Postcopy  Live Migration (3)  
Copy VM memory after relocation  
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VM VM 

Machine A Machine B 

1. Stop VM  

2. Copy CPU and device 
states to destination  

3. Resume VM at 
destination  

4. Copy memory pages  

Resume  

RAM 



Postcopy  Live Migration (4)  
Copy VM memory after relocation  
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VM VM 

Machine A Machine B 

1. Stop VM  

2. Copy CPU and device 
states to destination  

3. Resume VM at 
destination  

4. Copy memory pages  

Copy memory pages  
Å On-demand  
Å Background ( Precache )  

RAM 



Precopy v.s . Postcopy  

Precopy  Postcopy  

Before the execution host is 
switched , memory pages are 
transferred to the destination.  

After the execution host is 
switched,  memory pages are 
transferred  to the destination.  

The time until 
the execution 

host is 
switched  

The time until 
all states  are 

removed  

RAM size 

Network speed  
+  alpha  

RAM size 

Network speed  
+  alpha  

RAM size 

Network speed  

200 -300ms  

Å alpha: depends on memory update speed (non deterministic!)  
Å Note the above values are the worst case.  

Å Qemu  skips zero - filled page.  



Question (1)  

•Is there performance loss after relocation?  

–Yes, (hopefully?) slightly.  

–The working set of memory pages is limited.  

–These pages are precached  as soon as possible.  
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Migrate an heavily - loaded  Web Server VM  

The execution host is 
instantaneously switched.  

A
ve

ra
g

e
 R

e
sp

o
n

se
 T

im
e
 (

s)
 

Using the SPECweb 2005 Banking benchmark.  

Performance loss 
is limited.  
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Transferred Page Offsets  
(Precache  Disabled)  

Most page offsets are limited in this area.  
=> Precache  this area for better performance.  



Question (2)  

•Useful for dynamic server consolidation?  

–Hopefully, yes.  

–Enables quick, deterministic load balancing.  

 



Dynamic Consolidation  
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VM 

Assure VM Performance  

Distribute running VMs into other hosts 

Power up new physical hosts 

The CPU usage of 
physical machines  

Remove overload  

When datacenter load  
becomes high,  



Postcopy v.s . Precopy  
for dynamic consolidation  
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The consolidation 
system using precopy 
cannot quickly migrate 
VMs, resulting serious 
performance loss on 
sudden load changes.  

Postcopy contributes 
alleviating performance 
loss.  

Performance Degradation ṕṾṖ 

Detection overhead  

Memory Update Intensity of Workloads
（Gbyte /s@CPU100% ） 

Using  

Using  



Summary of the first half  

•Yabusame  

–Postcopy Live Migration for Qemu /KVM  

–The execution host is switched in 200 -300ms.  

–The total migration time is shorter than precopy. 
It is deterministic!  

 

–An early -stage, ad -hoc, ad -hoc, concept -proof 
prototype is here.  

•http://grivon.apgrid.org/quick -kvm -migration  

•Do not use it!  

 

•Next, discuss a upstream merge -able design… 

 

 


